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Performance Targets

▪ No Upscaling or FG for base 
targets

▪ Min Spec 1080p30 Low 
Settings - Lunar Lake (140V)

▪ Rec Spec 1440p60 High 
Settings - Battlemage 
(B580)

▪ Treat each hardware tier as 
an individual platform



Testing
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Testing - Quickscope

▪ ~12K tests a day

▪ Integrated in our build process

▪ Track performance over time

▪ Multiple hardware configurations

▪ Easy to spot unexpected regressions

▪ Dedicated performance team to 
make sure we stay on track

▪ Collaborative effort from all crafts
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Testing - Quickscope
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Testing - Automation
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Testing - Automation
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Testing - Delta Viewer

▪ Internal tool to spot performance 
bottlenecks

▪ Makes it easy to find bubbles in the 
frame

▪ Purpose built for Frostbite, lots of 
systems plug directly to it

▪ Easy to add markers
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Testing - Delta Viewer

▪ Video captures and perf journals 
share frame index 

▪ Doesn’t tell us why something is 
expensive but provides more 
context 
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Testing - Profiling

▪ Superluminal, Razor, PIX and other tools for CPU and GPU 
profiling

▪ Multithreading profiling crucial for performance in Frostbite
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Testing - Intel Partnership

▪ Getting player feedback early was crucial

▪ Shared builds with HW vendors around the 
same time BF Labs started

▪ Collaborated closely with Intel to bring 
XeSS 2 to BF6 and Frostbite

▪ Great feedback loop and iteration for 
performance issues, GPU hangs, XeSS 
integration, driver performance 
improvements and scaling across hardware
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Rank Desired System Qualities

1 Longer battery life 29%

2 Lighter weight / thinner 27%

3 More RAM 26%

4 Faster charging time 24%

5 More storage 22%

6 Less hot 21%

7 Better graphics 19%

8 Faster start-up time 19%

9 Faster performance 19%

10 Better design / appearance 16%

11 Quieter fan / operation 15%

Source: 2023 Laptop Buyers Survey, commissioned by Intel;  
Windows Gaming Laptop >$500

Beyond ultimate performance seekers, there are gamers 
who want more mobility and all-day battery life 

Powerful CPUs, and the 
emergence of built-in 

graphics with discrete-level 
performance at much 

lower power is making 
Ultra Slim Gaming a reality
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What Do We Need for 
Good Gaming at Low Power?

Smart 
rendering

High-performance 
GPU IP

Platform 
tuning
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Growth of built-in GPU outpacing 
performance and capabilities needed 
for a broad mix of AI, Gaming, and 
Creator workloads

2020 2025 2030

Meteor Lake
Up toa 19 TOPS
DP4a XeSS-SR

Lunar Lake
Up to 67 TOPS
+XMX (systolic)

XeSS: SR + 

XeSS: FG ,XeLL

Panther Lake
12Xe- Up to 120 TOPS

XMX
XeSS2+

Future

Xe

Xe2

Xe3

All product plans and roadmaps are subject to change without notice.

Evolution of Mobile PC Gaming



The Pipeline
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Expression Shaders

▪ New data-driven shader graph 
system.

▪ New workflows and runtime.

▪ More in Simon Taylor’s Flexible 
and Extensible Shader 
Authoring in Frostbite with 
Serac from Advances in Real-
Time Rendering 2024
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Expression Shaders - Instancing

Parameters can be marked 
PerInstance.

All PerInstance parameters in a shared InstanceBuffer
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Expression Shaders - GPU Driven Batching

Multiple instanced draws packed 
inside ExecuteIndirect

Execute Indirect:
// 3 instances culled by gpurp.
- DrawInstanced(1024, 2, startIndex, baseVertex, 0)
// entire draw culled and compacted
//
// No instanced culled
- DrawInstanced(4096, 3, startIndex, baseVertex, 2)

GPU CullingExecute Indirect:

- DrawInstanced(1024, 5, startIndex, baseVertex, 0)

- DrawInstanced(2048, 1, startIndex, baseVertex, 0)

- DrawInstanced(4096, 3, startIndex, baseVertex, 0)
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Expression Shaders - Raster Pass
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Expression Shaders – Shader Stuttering

PRELOAD ALL THE
SHADERS!
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Expression Shaders – PSO



26

Shader Programs

HLSL usually authored by engineers

ShaderProgramDef program;

program.shaderProgram = ShaderProgram_BatchCopyBufferCs;

program.source = 

FB_RENDER_SYSTEM_DATA_PATH("PostProcess/BatchCopyBufferCs.hlsl");

program.csName = "main";

outPrograms.push_back(program);

[numthreads(THREADS_PER_WAVEFRONT, 1, 1)]

void main(uint2 groupID : SV_GroupID, uint threadID : 

SV_GroupThreadID)

{

    // groupId.x - copyCommand index

    // groupId.y - dispatch group index

    const CopyCommand command = CopyCommands[groupID.x];

    const uint offset = groupID.y * THREADS_PER_WAVEFRONT + threadID;

    if (offset < command.m_dimension)

        FastCopyTarget[offset + command.m_dstOffset] =

           FastCopySource[offset + command.m_srcOffset];

}

Permutations are generated by pipeline code
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Shader Programs – PSO

Journal Encountered PSO Replay the journal on boot
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▪ Frame is a big job graph.

▪ Number of job threads scales with 
hardware threads.

▪ Job threads are not pinned to hardware 
threads on PC.

▪ Optimize for all hardware.

▪ Resource loading doesn’t block render or 
sim loop.

▪ Sim and Render are decoupled.

Multithreading
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▪ Sim and Render can run at the same time and at 
different frequency.

▪ Sim and Render run interleaved on the same threads 
on PC.

▪ Bias job threads towards Sim or Render jobs to avoid 
starvation.

▪ Latency critical actions bypass Sim.

Sim and Render

Sim 

Render
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Decoupled Sim and Render

Sim
1

Sim
2

Sim
3

Render
Sim 1,2

Sim
4

Render
Sim 1,2

Render
Sim 1,2

Render
Sim 1,2

Render
Sim 2,3

Render
Sim 2,3

StateStream

Sim
1

Sim
2

Sim
3

Sim
4



Walking Through a 
Frame
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CPU Frame – Anatomy of a Render Frame

Timings for illustrative purposes only

Frame Update
~2 - 7.5ms

Cull
~0.9ms

Draw Setup
~0.2 - 5ms

FrameGraph
~1 - 2ms

Encode
~1 - 2ms

Frame Update Cull
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CPU Frame – Update

▪ Interpolate sim changes to render (StateStream).

▪ Overlapped with previous frame encoding on PC.

▪ Set up views and job graph.

▪ Process resource load/unload.

▪ Recycle memory and rendering objects.
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CPU Frame – Culling

▪ Decreases cost of the rest of the frame.

▪ Benefits both cpu and gpu.

▪ Distance, frustum, size cull 85% of objects.

▪ Occlusion culling increases that to 95%.

▪ Optimized with SIMD and multithreading.

▪ For details see Daniel Collin's Culling the Battlefield: 
Data Oriented Design in Practice GDC 2011
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CPU Frame – Mesh Culling Pipeline

Entity Cell Culling

Entity Frustrum Culling

Entity Occlusion Culling

Subset Frustrum Culling

Subset Occlusion Culling

CPU

GPU
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Model renderer takes longest:

▪ Expand entities to subsets.

▪ Resolve permutation and parameters of newly 
visible or dirty objects.

▪ Price of dynamic renderer features.

▪ Significant effort into reducing thread 
contention.

CPU Frame - Draw Setup
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CPU Frame – FrameGraph Setup

▪ Build dependency graph. Set up memory 
aliasing.

▪ Resource creation very expensive on PC, 
especially CreateCommittedResource.

▪ Use Placed Resources or reuse from previous 
frames.

▪ Single thread, but usually not on the critical path.

More on FrameGraph in 
Yuriy O'Donnell’s 
FrameGraph: Extensible 
Rendering Architecture 
in Frostbite GDC 2017
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CPU Frame – FrameGraph Execute

More on Rc2 in Jason
Bright’s Bringing
Frostbite to New
Rendering Tech and
Platforms (While
Nobody Noticed) GDC
2024

▪ On the critical path.

▪ Parallel by default.

▪ Rc2CommandRecorder – fake command list.
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CPU Frame –  Encode

Next frame

Current frame



GPU Culling
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GPU Culling Improvements

▪ Helps when CPU occluders can’t 
(i.e. destructible mesh)

▪ Reducing VS work in typical 
gameplay scenarios

▪ Helps scalability with upscaling and 
dynamic resolution scaling

▪ Still faster in a worst-case scenario 
(compared to 2042)
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GPU Culling Improvements

GBuffer: 1.94ms GPU time GBuffer: 1.56ms GPU time

Frustum + Occlusion Culling: Disabled Frustum + Occlusion Culling: Enabled

Visualization for illustrative purposes only. Timing data provided by EA Dice on development hardware, performance may vary based on hardware configuration.
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GPU Culling Improvements
Frustum + Occlusion Culling: Disabled Frustum + Occlusion Culling: Enabled



44

GPU Culling - Limitations

▪ No meshlet culling -> More coarse culling

▪ No bindless textures -> Less batching when we need to read material information

▪ No GPU persistent scene -> We draw depth prepass without GPU occlusion culling
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Upscaling - Performance

▪ Hardware accelerated

▪ Total Frame GPU cost

– 13.9ms -> 9.0ms (54% uplift)

▪ Pre-Upscaling GPU cost

– 12.2ms -> 6.5ms (88% uplift)

▪ 1440p High Settings on a B580

Native TAA

XeSS Balanced - 50% Scaling

Visualization for illustrative purposes only. Timing captured on Intel® Arc  B580 @ 1440p High Preset
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Frame Generation Integration

▪ We render UI in a separate 
buffer always.

–  Works well for FG quality.

▪ Also provide Hudless target 
for FG

▪ Use only one FG mode for 
each GPU for the sake of 
simplicity in code.

▪ Create FG swapchain using 
the same desc as the native 
engine swapchain.

Color Input UI Input

Merged Output Hudless Output



Why Battlefield 6 
Performs well on 
Intel Built-In GPUs
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Growth of built-in GPU outpacing 
performance and capabilities needed 
for a broad mix of AI, Gaming, and 
Creator workloads

2020 2025 2030

Meteor Lake
Up toa 19 TOPS
DP4a XeSS-SR

Lunar Lake
Up to 67 TOPS
+XMX (systolic)

XeSS: SR + 

XeSS: FG ,XeLL

Panther Lake
12Xe- Up to 120 TOPS

XMX
XeSS2+

Future

Xe

Xe2

Xe3

All product plans and roadmaps are subject to change without notice.

Evolution of Mobile PC Gaming
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Visualization for illustrative purposes only

See details from Intel Technology Tour (ITT) 2025, available at intel.com/performanceindex
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See details from Intel Technology Tour (ITT) 2025, available at intel.com/performanceindex
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See details from Intel Technology Tour (ITT) 2025, available at intel.com/performanceindex
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>30%
lower power at 

similar MT 
performance

10%
lower power

>50%
more performance 

Optimized Power Delivery with Platform Tuning 

Battlefield  6 Medium XeSS - SR Perf - 1080p - DX12

Visualization for illustrative purposes only
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Gives more headroom for larger GPU configurations

Platform Changes Relative  to Lunar Lake tested during BF6 Playtest – See Appendix for details
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Arrow Lake H 

Power

6 Threads running at up to 2.0-3.5GHz 

14 Threads running up to 1.2-1.3GHz 

Lunar Lake

Panther Lake

Power Benefits of Multi-threading

0

0.5

1

1.5

Average Measured

CPU Power

Average Measured

GPU Power

Previous Gen Panther Lake

Panther Lake

P∝F2

Platform Changes Relative to Lunar Lake during BF6 Playtest

See Appendix for testing details

PTL-  More Power to the GPU
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Lunar Lake

Panther Lake 
Big GPU

Performance vs. Power (3-tier Hybrid)

Don’t Pin Threads: 
Best core can vary by power and workload

Simultaneous 
execution across P-core, 
E-core and LP E-core

OS containment zones

Efficiency Hybrid / compute Zoneless

0

0.2

0.4

0.6

0.8

1

1.2

P-Core E-Core LPE-Core

Relative Core IPC

Normalised to Lunar Lake P-Core

LunarLake PantherLake

Panther Lake - Thread Director 
Enhanced & optimized intelligent thread guidance across a wider 
set of use cases 

Relative Core IPC tested during BF6 Playtest – See Appendix for details
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Windows Core Parking Engine: Makes global scalability decisions about the workload and determines the optimum set of compute 
cores for execution. 

Power Management Parking Settings 

Varies by power plan:

• CPMinCores 

• CPMaxCores

• CPIncreaseTime

• CPDecreaseTime

• CPHeadroom

High Concurrency with Low utilization

Intel® Core Processor Windows Scheduling/Parking

OS will see 
this and 

start 
parking 

cores

High Concurrency with High utilization

OS will keep 
consistent 
number of 

cores 
unparked



Taking 
Performance 
Further with Intel 
XeSS 2
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Shared Memory = Shared Bottleneck

Visualization for illustrative purposes only
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XeSS Super Resolution – Memory

▪ At same output resolution, SR:

▪ Reduced Memory Traffic by 47%

▪ Decreased frame time by 33%

*PIX Captures taken on Lunar Lake MSI Claw 8 AI+ at High Preset, 1080p, Performance Power Plan on DC 
Power, Test Date: 20/Oct/25

Analysis of XeSS SR impact on Memory in a Battlefield 6 Frame
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XeSS Super Resolution
Native XeSS SR Performance

*Captures taken on Lunar Lake MSI Claw 8 AI+ at High Preset, 1080p, with Performance Power Plan on DC Power

XeSS SR Ultra Performance
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Battlefield 6 + XeSS SR+FG

Visualization for illustrative purposes only
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XeSS FG – CPU Workload

VTune Captures taken on Lunar Lake MSI Claw 8 AI+ at Medium Preset with XeSS SR Performance, Performance Power Plan on DC Power, Test Date: 10/22/25

Total Instructions Retired over 10 V-Sync intervals at 60 Hz (10 displayed frames) — FG vs No-FG

FG Disabled

XeSS FG Enabled

30% 
less 

CPU 
cycles

Increased 
GPU 

headroom
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Visualization for illustrative purposes only
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Captures taken on Lunar Lake MSI Claw 8 AI+ at High Preset with SR Performance to ensure 40 FPS minimum 
target for FG

XeSS SR Performance SR + FG Generated Frame

PresentMon captures taken on Lunar Lake MSI Claw 8 AI+ at High Preset, XeSS SR Performance 
and Ultra Performance, with Performance Power Plan on DC Power, Test Date: 22/Oct/25
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Conclusion
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Key takeaways for 
developers

1 Run automated tests with gameplay context on target 
hardware.

3 Use CPU and GPU culling to remove redundant work 
from your frame.

4 Integrate Upscaling and Frame Gen early, AI hardware is 
increasing in quality and performance.

2
On PC, even distribution of threaded work is key to good 
OS scheduling but minimize thread contention and 
DON’T pin threads.



Questions
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Why no Raytracing?

▪ Performance across all hardware tiers for all players

▪ Early adopter of new renderer, focused on content authoring and performance

▪ RT works against aggressive culling early in the frame
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Workloads and Configurations – Xe IP Improvements

SYSTEM CONFIGURATION

MSI Claw 8 AI+ A2VM
Motherboard: Micro-Star International Co., 
Ltd. MS-1T52 REV:1.0
BIOS Version: MSI_NB - 1072009
CPU: Intel(R) Core(TM) Ultra 7 258V
VBS: Enabled
Resizable BAR: NA
Memory Model: Micron Technology
Storage: 1x M.2 2230 SSD
Win 11 Version: Microsoft Windows 11 Home 
Build 26100.6899
Defender: Enabled
Vt-d: Enabled
Power Plan: Balanced
GPU: Intel(R) Arc(TM) 140V GPU (16GB)
GFX Driver: 32.0.101.8136

CLAIM

Xe2 Hardware support 
for ExecuteIndirect 
shows ~40% 
improvement in 
performance compared 
to Xe

XMX cores improve 
performance on XeSS 
SR pass by ~38% 
compared to DP4a

MEASUREMENT

All measurements and screenshots taken in 
Egypt Multiplayer map at Capture Point C

PIX GPU Frame captures taken from same 
position and view

Results are the median of 4 captures, 
measuring the total frametime spent 
running ExecuteIndirect and 
ExecuteIndirect draws in a single frame

Quality Settings:
XeSS SR Performance
High Preset

MEASUREMENT 
PERIOD

Oct 20th 2025
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Workloads and Configurations – XeSS SR Memory

SYSTEM CONFIGURATION

MSI Claw 8 AI+ A2VM
Motherboard: Micro-Star International Co., 
Ltd. MS-1T52 REV:1.0
BIOS Version: MSI_NB - 1072009
CPU: Intel(R) Core(TM) Ultra 7 258V
VBS: Enabled
Resizable BAR: NA
Memory Model: Micron Technology
Storage: 1x M.2 2230 SSD
Win 11 Version: Microsoft Windows 11 Home 
Build 26100.6899
Defender: Enabled
Vt-d: Enabled
Power Plan: Balanced
GPU: Intel(R) Arc(TM) 140V GPU (16GB)
GFX Driver: 32.0.101.8136

CLAIM

XeSS SR Reduced 
Memory Traffic by ~47% 
and Decreased frame 
time by ~33%

MEASUREMENT

All measurements taken in Egypt 
Multiplayer map at Capture Point C

PIX GPU Frame captures taken from same 
position and view

Results are the median of 4 captures, 
measuring the total Bytes Read and Bytes 
Write counters for the full frame 

Quality Settings:
XeSS SR Performance and Native
High Preset

MEASUREMENT 
PERIOD

Oct 20th 2025



72

Workloads and Configurations – XeSS FG CPU Workload

SYSTEM CONFIGURATION

MSI Claw 8 AI+ A2VM
Motherboard: Micro-Star International Co., 
Ltd. MS-1T52 REV:1.0
BIOS Version: MSI_NB - 1072009
CPU: Intel(R) Core(TM) Ultra 7 258V
VBS: Enabled
Resizable BAR: NA
Memory Model: Micron Technology
Storage: 1x M.2 2230 SSD
Win 11 Version: Microsoft Windows 11 Home 
Build 26100.6899
Defender: Enabled
Vt-d: Enabled
Power Plan: Balanced
GPU: Intel(R) Arc(TM) 140V GPU (16GB)
GFX Driver: 32.0.101.8136

CLAIM

XeSS FG Reduced CPU 
workload

MEASUREMENT

All measurements taken in Egypt 
Multiplayer map at Capture Point C

VTune captures taken over 30 seconds at 
same position and viewpoint

Results are the Instructions retired count 
filtered over a 10 frame interval with VSync 
enabled at 60hz

Quality Settings:
XeSS SR Performance
Medium Preset
XeSS FG Disabled vs Enabled

MEASUREMENT 
PERIOD

Oct 22th 2025
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Workloads and Configurations – XeSS FG Performance

SYSTEM CONFIGURATION

MSI Claw 8 AI+ A2VM
Motherboard: Micro-Star International Co., 
Ltd. MS-1T52 REV:1.0
BIOS Version: MSI_NB - 1072009
CPU: Intel(R) Core(TM) Ultra 7 258V
VBS: Enabled
Resizable BAR: NA
Memory Model: Micron Technology
Storage: 1x M.2 2230 SSD
Win 11 Version: Microsoft Windows 11 Home 
Build 26100.6899
Defender: Enabled
Vt-d: Enabled
Power Plan: Balanced
GPU: Intel(R) Arc(TM) 140V GPU (16GB)
GFX Driver: 32.0.101.8136

CLAIM

XeSS FG Performance 
scaling

MEASUREMENT

All measurements taken in Egypt 
Multiplayer map at Capture Point C

PresentMon captures taken over a 120 
second period

Results are the Median of 3 runs

Quality Settings:
XeSS SR Performance and Ultra 
Performance
High Preset
XeSS FG Disabled vs Enabled

MEASUREMENT 
PERIOD

Oct 22th 2025
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Power Management Parking Settings 

Varies by power plan:

CPMinCores: Specifies the minimum percentage of 
processors that can be unparked state at 
any given time. 

CPMaxCores: Specifies the maximum percentage of 
processors that can be unparked state at 
any given time. 

CPIncreaseTime: The minimum elapsed time before 
additional processors can be transitioned 
from the parked to unparked state. 

CPDecreaseTime: The minimum elapsed before additional 
processors can be transitioned from 
unparked to parked state. 

CPHeadroom: Specifies the additional utilization that 
would cause the core parking engine to 
unpark an additional processor

Intel® Core Processor Windows Scheduling/Parking
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Appendix
Claim Claim Details/Citation

IPU 7.5 IPU 7.5 is available on select systems. OEM enablement required. Check with OEM or retailer for system configuration. See details see from Intel Technology Tour (ITT) 
2025, available at intel.com/performanceindex

>50% more performance vs. Lunar Lake & Arrow Lake Testing by Intel as of Sept 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake and Arrow Lake-H reference validation platforms 
as measured by 3Dmark Solar Bay, Cyberpunk 2077 and Borderlands 3. See details see from Intel Technology Tour (ITT) 2025, available at intel.com/performanceindex

>30% lower power at similar MT performance vs. Arrow 
Lake

Testing by Intel as of September 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake & Arrow Lake reference validation 
platform(s) as estimated by SPECrate®2017_int_base (n-copy) for long-term expected steady state processor power consumption. . See details see from Intel Technology 
Tour (ITT) 2025, available at intel.com/performanceindex

Up to 10% lower power vs. Lunar Lake Testing by Intel as of September 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake & Arrow Lake reference validation 
platform(s) as estimated by SPECrate®2017_int_base (1-copy) for long-term expected steady state processor power consumption. See details see from Intel Technology 
Tour (ITT) 2025, available at intel.com/performanceindex

Gives more headroom for larger GPU configurations Testing by Intel as of September 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake & Arrow Lake reference validation 

platform(s) as estimated using pre-release build of Battlefield 6, setting used were Medium Presets at 1080P with performance upscaling preset. Power Metrics measured 
using Software tools. 

Power Benefits of Multi-threading Testing by Intel as of September 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake & Arrow Lake reference validation 

platform(s) as estimated using pre-release build of Battlefield 6, setting used were Medium Presets at 1080P with performance upscaling preset. Power Metrics measured 
using Software tools. 

Reduced average CPU frequency from up to 3.5Ghz 
to 1.3Ghz when running Battlefield 6

Testing by Intel as of September 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake & Arrow Lake reference validation 

platform(s) as estimated using pre-release build of Battlefield 6, setting used were Medium Presets at 1080P with performance upscaling preset.

Relative Core IPC Normalised to Lunar Lake P-Core Testing by Intel as of September 2025. Data based on Panther Lake reference validation platform measurement vs Lunar Lake & Arrow Lake reference validation 

platform(s) as estimated using pre-release build of Battlefield 6 , setting used were Medium Presets at 1080P with performance upscaling preset. IPC measured using Intel® 
VTune  Profiler 2025.3.

XeSS Super Resolution – Memory *PIX Captures taken on Lunar Lake MSI Claw 8 AI+ at High Preset, 1080p, Performance Power Plan on DC Power, Test Date: 20/Oct/25

XeSS FG – CPU Workload VTune Captures taken on Lunar Lake MSI Claw 8 AI+ at Medium Preset with XeSS SR Performance, Performance Power Plan on DC Power, Test Date: 10/22/25

XeSS FG PresentMon captures taken on Lunar Lake MSI Claw 8 AI+ at High Preset, XeSS SR Performance and Ultra Performance, with Performance Power Plan on DC Power, Test 
Date: 22/Oct/25
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